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Look Before you Leap - Updated Approach
to Building DataCenters and Critical Facilities

A little DataCenter History.
e Terminology, Systems, & Innovation

* Project reviews

e Define a comprehensive, integrated network of systems, which
inevitably merges functions from different groups.

e Standardized approaches, processes that are more
streamlined, lower costs and operations that are more

efficient. e
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Look Before you Leap - DataCenter Project Parameters
Why build a datacenter?
e Capacity

 Reliablility
« ECOonomy


Presenter
Presentation Notes
Why does anyone do anything, whats the desired outcome.
Datacenters are the most meaningful projects I’ve ever been involved in.  
A reliable, efficient datacenter where there wasn’t one can change the course of an organization.
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Look Before you Leap - DataCenter Industry

Industry Trends, Terminology, and Resources
« ASHRAE — Recommendations and Energy Standards

Uptime Institute - DataCenter Tier Structure
Power Use Effectiveness - PUE

Title 24 & Free Air Cooling — Economizer

Rightsizing — How much datacenter to build
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Presenter
Presentation Notes
There are terms commonly used datacenter designs.  
We can all get on the same page and remove any mystery with these terms.  
Please stop me if you have any questions.


Look Before you Leap - IT and DataCenter Timeline

Price

Costs
falls by

half

2000

2005 2010 2015 2020

| SURVIVED
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Jevons Paradox

Improved technology doubles
the amount of Work produced
with a given amount of Fuel

Demand for Fuel rises

SO PRt : Elastic
E : Demand

Quantity
Quantity Demanded

more than doubles

Rising Cold Aisle Temperatures

In Row Cooling

Free Air Cooling

Containers

Structured Cabling
Offline UPS

Hot Aisle Containment



Presenter
Presentation Notes
Does everyone remember Y2K?
What we learned from Y2K is that we didn’t know how much IT we had



Power Use Effectiveness - PUE

Total DataCenter Power

Power usage effectiveness (PUE) is a IT EQuipment Power
metric of the energy efficiency of a data
center.

PUE is determined by dividing the amount
of power entering a data center by the
power used to run the computer PUE Example

infrastructure within it.
PUE =Total Power /IT Equip Power

PUE = 1/0.33
HVAC Fans, EHE: B30
16% IT Equip
Load, 33%
HVAC Chiller,
4%

Lighting, 8%

UPrsS
Losses, 9%
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Enterprise dc anywhere
So let’s break down the Micro Datacenter components with a little more detail.  
The power infrastructure includes a rack mounted single or dual UPS which includes rear mounted power strips that are wired back to a central power distribution panel located in the rear of the unit.
The cooling infrastructure is an in-row cooling unit that comes in either a single or dual configuration depending on the Micro Datacenter model that is chosen.
The Monitoring system starts with a intelligent facilities infrastructure appliance mounted at the top of the unit.  It provides, humidity and thermal sensing through 7 points throughout the interior also includes fire detection and suppression, door lock controls and a security camera which are all tied to the remote management software that comes with the solution. 
Standard door lock access is through a keypad located on the front of the unit with options for biometric or swipe card access.
The 19” EIA Cabinet will support almost all types of rack mounted IT hardware with varying usable rack units based upon the Micro Datacenter model chosen.
The remote management software system allows for a remote user to control hundreds of these units from anywhere in the world.
rise dc anywhere


ANSI/ASHRAE Standard 90.4-2016, Energy Standard for Data Centers,
establishes the minimum energy efficiency requirements of data centers for
design and construction, for creation of a plan for operation and maintenance
and for utilization of on-site or off-site renewable energy resources.
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Microsoft - Enterprises are pushing the operating parameters that server vendors
recommend for factors like air temperature and humidity -- and they're finding that servers
are often far hardier than they expect. The difference can mean significant data center
operations savings.

Microsoft Corp. recently found that a little rain, uncontrolled temperature and even leaves
sucked into server fans had absolutely no negative effect on servers.
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Enterprise dc anywhere
So let’s break down the Micro Datacenter components with a little more detail.  
The power infrastructure includes a rack mounted single or dual UPS which includes rear mounted power strips that are wired back to a central power distribution panel located in the rear of the unit.
The cooling infrastructure is an in-row cooling unit that comes in either a single or dual configuration depending on the Micro Datacenter model that is chosen.
The Monitoring system starts with a intelligent facilities infrastructure appliance mounted at the top of the unit.  It provides, humidity and thermal sensing through 7 points throughout the interior also includes fire detection and suppression, door lock controls and a security camera which are all tied to the remote management software that comes with the solution. 
Standard door lock access is through a keypad located on the front of the unit with options for biometric or swipe card access.
The 19” EIA Cabinet will support almost all types of rack mounted IT hardware with varying usable rack units based upon the Micro Datacenter model chosen.
The remote management software system allows for a remote user to control hundreds of these units from anywhere in the world.
rise dc anywhere


Uptime Institute DataCenter Tier Structure

Target customer

Small Business

Small enterprise

Large enterprise

Very Lar MNC

Component level

Fault Tolerant

N Partial Fault Tolerant
redundancy N+1 N+1 2N+1
. Fault Tolerant Fault Tolerant
Distribution Paths 1 1 \ IN+1 N+ 1 /
Availability 99.671 % 99.749 % 99.982 % BBM
Downtime 28.8 Hrs 22 Hrs I He————— 0.04 Hrs
Compartmentalization No No No Yes
Staffing None 1 Shift 1 + Shift 24 * 7 * 365
Concurrently
N No No Yes Yes
maintainable
Continuous cooling No No No Yes
Months to Implement 3 3-6 15-20 15-20
Year 1** deployed 1965 1970 1985 1995



Presenter
Presentation Notes
Tier structure speaks to reliability
CSU has an advantage here – hand shake deal for datacenter space
Work a trade
Spin up an application in location B
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Look Before you Leap - DataCenter Economizer

Chimney
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DataCenter

Economizer

On July 1 of 2014, the State’s Title 24 of the Building

Efficiency Standards went into effect. All datacenters built in

California after July 15t 2014 will have an economizer mode

(Free Air Mode) where air conditioning is not needed. Climate 2018 CSU FACILITIES 1,
in Los Angeles allows IT equipment to be cooled without air MANAGEMENT CONFERENCE ;
conditioning for the vast majority of the hours per year (Free OCTOBER 28-31, 2018 | MONTEREY, CALIFORNIA

Air Mode). 2
GGG

Economizer
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Presentation Notes
Explain economizer
Explain 1 megawatt @ .12/kwh = 1M per year with air conditioning


Look Before you Leap - Traditional DataCenter Project

Deploy greenfield
datacenter within an
existing datacenter.

Then re-built the entire
datacenter

Virtualization
Tier 1+

500 kW
5000 sq Feet
PUE - 2.0

Free Air Cooling —
Economizer
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Look Before you Leap - Traditional DataCenter Project

Batteries

%

B P ey
Ry Ry

/////////////////////////////////////////////?

Initial Migration Area

;il]

110 sq. ft.

icenter Operations

635 sq. ft.

Elevators

Space of unknown Space of unknown

/L

Hall Way Area

Space of unknown




Look Before you Leap - Traditional DataCenter
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Look Before you Leap Structured Cabllng
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Look Before you Leap - Traditional DataCenter Project

Deploy greenfield
datacenter within an
existing datacenter.

Then re-built the entire
datacenter

Virtualization
Tier 1+

500 kW
5000 sq Feet
PUE - 2.0

Free Air Cooling —
Economizer

Cost 3M DataCenter iy €
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Presenter
Presentation Notes
HP had just built several large datacenters
Customer engaged engineers – no comprehensive project


Look Before you Leap - DataCenter in a HighRise

* Deploy Modular Unitin a
Highrise

.

* General Purpose
o Tier 1+

* 500 kW

e 2000 sq Feet

« PUE-14

* Free Air Cooling —
Economizer
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Look Before you Leap - DataCenter in a Highrise




Look Before you Leap - DataCenter in a HighRise




The California DataCenters in Buildings

State University

S e e =0 v o
e e IEE— s — % : e

=
DOWNTOWNE™

2018 CSU FACILITIES £5
MANAGEMENT CONFERENCE -

OCTOBER 28-31, 2018 | MONTEREY, CALIFORNIA




“ Look Before you Leap - DataCenter in a HighRise

« Deploy Modular Unit in a Y
Highrise ) :

* General Purpose
o Tier 1+

* 500 kW

e 2000 sq Feet

« PUE-14

* Free Air Cooling —
Economizer

e Cost 5M DataCenter



Presenter
Presentation Notes
As built was different than the drawings
Davinci fire
Datacenters in buildings

Tell the building story
Public sector we have the advantage of long term perspective


Look Before you Leap - Modular DataCenter

Water Cooled Container based DataCenter

Tier 1

500 kW
400 sq Feet
PUE - 1.25
Cost 1.25M

Site located on campus adjacent to chilled water and power
DataCenter delivered and installed in one day
Turn-on and test - 1 week

All installation requirements for POD-1 and POD-2 included in initial facility effort
allowing for flexible build-out leveraging modular components.



Look Before you Leap - Modular DataCenter
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Look Before you Leap - Modular DataCenter
Water Cooled Container DataCenter

High Performance Compute
Tier 1

500 kW

400 sq Feet
PUE - 1.25
Cost 1.25M

Site located on campus adjacent to chilled water and power
DataCenter delivered and installed in one day
Turn-on and test - 1 week

All installation requirements for POD-1 and POD-2 included in initial facility effort
allowing for flexible build-out leveraging modular components.



Production Area

$14,182,978

CENNNNNNNENEN

Initial Migration Area

141159, ft.

A

AN

yﬁull

(110 sq. ft.

Dathcenter Operations

. ft.
S5 S0 Elevators

Space of unknown Space of unknown

A

/1 Hall Way Area

$7,820,000

Traditional 500 0.12 2 8760 6% S 3,000,000.00 S 1,118,297.87 S 11,182,978.72 $14,182,978.72
Modular 500 0.12 1.25 8760 0% S 1,250,000.00 S 657,000.00 S 6,570,000.00 S 7,820,000.00
Highrise 500 0.12 1.4 8760 6% S 5,000,000.00 S 782,808.51 S 7,828,085.11 $12,828,085.11
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So let’s break down the Micro Datacenter components with a little more detail.  
The power infrastructure includes a rack mounted single or dual UPS which includes rear mounted power strips that are wired back to a central power distribution panel located in the rear of the unit.
The cooling infrastructure is an in-row cooling unit that comes in either a single or dual configuration depending on the Micro Datacenter model that is chosen.
The Monitoring system starts with a intelligent facilities infrastructure appliance mounted at the top of the unit.  It provides, humidity and thermal sensing through 7 points throughout the interior also includes fire detection and suppression, door lock controls and a security camera which are all tied to the remote management software that comes with the solution. 
Standard door lock access is through a keypad located on the front of the unit with options for biometric or swipe card access.
The 19” EIA Cabinet will support almost all types of rack mounted IT hardware with varying usable rack units based upon the Micro Datacenter model chosen.
The remote management software system allows for a remote user to control hundreds of these units from anywhere in the world.
rise dc anywhere
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Look Before you Leap - Modular DataCenters Today

MNetwark
Entrance

b

Fire Suppression —,
I uPp:-.ysLLrL \ — (3) Interior Cameras(23) Racks 48U —, — (8) InRow CW units /— B0kW PDU .
/ Shipping Split

Main Distribution —,
Panel !

Humidifier Water

Power Entrance —,
| 2%

House Panal /| —-_
Transformer
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“— Roll in External UPS connection
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Look Before you Leap - Modular DataCenters Today

Security and monitoring
> CCTV
> Alarm
> Temperature & humidity sensors
> Smoke detection

Remote administration
software & real time

monitoring PDU rack with

remote |
monitoring |

-y

Access

Card, Bio reader,
or keypad

Server

Fire proof sealed cable
Access

In Row cooling with remote control
UPS with remote and management

e 2018 CSU FACILITIES 7
Micro Datacenter - what'’s inside the unit MANAGEMENT CONFERENCE
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Look Before you Leap - Modular DataCenters Today

What business problems are we solving with Modular Datacenter?

Rapidly deploy IT where the business needs it

Meet compute needs for loT

Applications/ workloads enabled anywhere and
in a protected environment

Remotely Manageable + Software Defined

Built-in: fire, cooling, power and environmental
systems in the box

Integrated turnkey IT solutions which are
pretested and certified for edge workloads
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Thank You!
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